




















































































































CHAPTER d. GENERALIZED LEARNING ALGORITHMS
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(a) Dirsct back-propagation algorithm
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(b} Simultaneous back-propagation algonthm

Figurs 3.3: Comparison of the two algorthms in learming sinusoidal wavelorms-d (1) =
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CHAPTER 4. COUNTROL OF REGENERATEE TEMPORAL PATTERNS
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Figurs 4.1; Three transient temporal patterns generated by different tngger inputs

4.1 Selection and modulation of temporal patterns
by static inputs
In the network models

of the hidden and o

an example of & simulation where transient, patterns an

shown in Figure 3.1 the input patterns modify setivation levels
pul units nod modulate the output gforms. Figure 1.1 shows
generated. One of the Lhrod
diffarent, transient sequences are selected by a Legger input given Lo onc af the nput

nodes,
Figure 4.2 shows an example where the parind of the cacillition is controlled by e

the input level, The network has one input unit, four hidden units and one sutpot unit.

It was trained to generstesinusaidal woveforms with peried 2.0, 3.0 and 2.0 ot the input

levels =1, 0, and <1, respectively. Figure 4.3 shawa the relationship between the input

level and the perod of mscillation. The period is contimously controlled by the input
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